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I\ IOGRAI’ll  Y
l)r. Cornford  gmdwrted  from (1. C. Berkeley with B. S.
clcg,rccs  irl Matl~cl~latics  and Physics in 1984. Hereccived
his M. S. and I’h. D. in Physics from Texas A&M
tlnivcrsi~yin  1988 and1992,  respectively. Heis currently
a ‘1’ccbnical  Group Supervisor  of  the Reliabi l i ty
l’ccl]l~ologyGrotlI>at  the Jet Propulsion Laboratory wbcrc
hcismanaging the R&D efforts in Reliability Assurance.
‘1’hcsc efforts currently include: Advanced Technology
Qualification, I~light Performance Evaluations, Flighl
Anomaly Characteri~ations, Tes( liffectivcness
I{xpcrimcnts and ILvaluations,  Advanced Verification
Methods I )cvclopmcn[  and Irnplcmcntation,  Technical Risk
Assessments and Management, Guidelines and .%rrrdard
1 )Cvelc)plncnt and Product Assurance Program
Assessments.

A11S2’RAC’1’
As NASA conlinucs to implement its I;aslcr, Better,
Cheaper philosophy, new approaches for implcmcntirrg
Mission Assurance activities arc being clcvelofred. I)cfect
1 Y3cwtion and l’rcvcn{ion  is a system-level methodology
for idcnlifying, assessing and mitigating risk.
Rcquircmcnts  arc evolved through an iterative process
which also identities the occurrences of failure modes
which could preclude a rcquircrncnt bcirrg met. This
apploach Clrst weights the relevant failure mocks a~ainst
[Iwsc requircnicnts  (functional, environmental, operational,
C[c,). ‘1’hc.sc weighted failure modes are then weighted by
Ihc ability of a PACT (Preventative measure, Analyses,
process Control or ‘lest) to prevent or dc.tect these failure
Inodcs. I’hc combined weighted sums yield information
w}]ich can bc used to identify combinations of PACTS,
perform the associated cost/risk tradeoffs, and ensure.
rcsourccs  arc focused on “tall poles”. The objective of this
mcthodo]ogy is to achieve Ilct[er spacec ra f t  wh i l e
sin~al[aneously building them J;aster and Cheaper.

KliYWORIM
1 Iadwarc Qualification, QIO>,  Physics of F’ailure,  Failure
Modes, I )cfcct Detection, Defect Prevention, Test
IMcc[ivcncss,  Scrccning,  Risk Management, Mission
Assurance, ]<e]iahi]ity

lN’1’I{O1)UCl’10N
As NASA enters t})e new Millennium, the thrust towards
bui [ding l~astcr, Ilc(tcr, Cheaper (FWC) sfmcccraft is well
underway. lhcre arc a variety of forces driving NASA to
[his approach including: 1) decreasing budgets, 2)

undesirability of “putting all the science eggs in onc
mission basket” which results in a small number of hig,hly
cxpcnsivc  spacecraft which then “can’t fail”, 3) a clcsirc to
infuse advanced technologies into space missions, and 4) a
very large marginal cost savings for small decrcascs in
reliability even without innovation, to name a few of the
most obvious. The desire and need to develop I~llC
spacecraft is thus clear, The means of achieving Faster and
Cheaper spacecraft arc also clear: reduce funding and shorlcn
developmental schedules, but to achieve 13ctter will require
a significant paradigm shift. The mctbocls  by which high
reliability has been ensured [o date, (solving CVCLY
iden t i f i ed  problcrn to nlinin~iz.e risk with seeondary
at[cntion to cost), will no longer be applicable. l’hc
concept of “risk as a resource’” must be utilized when
tracling off cost, schedule, performance and risk. This is
not to say that wc will be “risky” but rather wc will be
taking calculated risks. A methodology originally
developed by the author and Phillip R. Ilarcla at (he Jet
I’repulsion I.aboratory  under funding from NASA, Code Q
(Office of Safety & Mission Assurance), has been
in~plcrncntcd  to meet this need to identify risk and provide
the tools necessary to perform the costhisk  tradeoffs and
facilitate the shift  in assurance paradigms.

APPROACI1
I’hc methodology by which informed resource tradeoff
decisions (rcrncmber  risk is a resource!) are made is
entitled: Defect, I)cterrtion and I’rcvcntion (I) IJP). l’his
title is to be intcrj]retcd in the broadest sense of the worcls:
I>cfccts arc those caused at any stage in the design,
fabrication/assen~  bly and integration processes; Prcvcn[ions
may include initial design rules, planned workmounds,
functional redundancy, and materials and parts selection
through redesign. Nigurc  1 is a conceptual diagram
illustrating that all of these activities arc on equal footing
when considered as “scrccns” which prevent failure modes
from reaching the mission. In this paper, 1 will use
“screen” in its literal sense - screens keep failure rnodcs
from falling into the hardware undctcc(ecl. l’hcsc Detection
and Prevention activities arc abbreviated as PACTS
(1’rcvcntions,  Analyses, Process Controls and Tests)  and
none arc considered sacred: the n~cthodo]ogy evaluates all of
these activities on a cost/benefit basis. I;or example, a
combination of materials selections, process contiols and
functional testing may be more cost cffcctivc at finding the
failure modes of concern than inspections, analyses arid
thermal vacuum testing. It is also possible that the
opposite is true. The heart of the 1)1)}’  methodology is
providing the information necessary to make these cost/risk
traclcoffs. Given lirnite.d project resources (dollars and
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schcdulc),  it is impcra[ive to focus attention on the “tallest
poles” and continue until a balance hctwccn  available
mources  and acceptable risk has been achieved. While this
is 001 a difficult concept to grasp, until now a
mc[hmlolo~y  and tool-kit to achieve this derived state was
not available. I’his methodology was initially dcvelopcct  in
an a[tcrnpt to qualify new, unproven tcchnologies2  but has
rcccnlly been expanded to apply to spacecraft systems. The
rl~c[bodo]ogy  may be appl ied to  a  number  of JP1,
programs, bu( is utilizing the New Millennium Program
(NM I’) 3“q”5  as the pilot program.

]rigure  I may also be used to illustrate several other key
points. Note that no box/activity/screen is 100% effective
in scrccning all failure rnodes~ and these “leakages” or
“cscapcs”  are denoted with dashed lines. This is an obvious
point but is wcwth  making because it illustrates why
rcdundrmcics in assurance acti vitics have evolved to where
they arc today in the ultra-low volume, high reliability
spacecraf[ world: design it with redundancy and well
documcn[c.d Cicsign rules, double check the design, fabricate
it with tight controls, inspect it at all levels of assembly,
tc.st it at all lCVCIS  of assembly, document everything and
stitl pray a lot after deployment. The fact that spacecraft
fai]urcs  exist today is evidcncc that even this expensive,
brute-force, “shotgun” approach to ensure success is still
not pet-fc.et, A big par-[ of achieving faster and chcapcr is to
rcdum the overlaps or redundancies between assurance
ac[iv itics.

1 lowcvcr, as onc rcduccs the scope of assurance activities
cm the.sc fasmr and chcrtpcr  missions, one wmts to avoid
“holes”, or failure modes which fall through the screening
pl”OCCSS undiscovered unti] flight. To ensure 0ptiTNi7.EttiOIl
of  rcsourccs, these failure modes must also be weighted by
cx tent of impact mi likelihood of occurrence befcxe
deciding wi~cti~cr or not to take action.

‘1’hc  AC1 Q (Accurate, Cost I;ffcclivc  Qualification) process
(i<cfc.rcncc 2) ut i liz.cs concurrent cnginccring bet wccn
designers, system engineers and reliability engineers (and
otilcrs a s ncccssmy) to develop two matl-ices: the
Requircnlcn(s  matrix (RM) and the Iiffectivcncss  Matrix
(IIM)  (iilustratcd in Irigure  2). I’he KM plots failure
rnodcs (gcncratcd via a fault tree or “fishbonc diagram”
imccss)  versus the requirements (mission, pcrformancc,
Ii fe(irnc,  etc.) and wci.ghts  the interactions with a O, 1, 3 or
g CIcl>cnciing On  the criticality of the failure impact (higher
numbers signify more impact). This complctcd  RM yields

. . . —._ —_. ——

‘ ‘fi]c term “l~ailure Modes” is intended to cover both “harcl”
(cracks, explosions, cornp]ctc shutdown, etc.) and “soft”
fili]UICS  (r’cscts  pcrfomancc  degradations, out of
spcci Iicat ion pcrfcmnancc,  etc.).

valuable information regarding ti~c general criticality of a
failure mode (hits many requirements), the insignificance: of
failure modes (hits no rcquirenmmLs)  and ti~c criticality or
insignificance of individual requirements.

The IIM plots these same failure modes versus the I’AC’I’s
(or mitigation activities) which cm be pcrformccl. Bolb the
cost of each activity and the relative effcctivcncss  of these
screens (a~ i]reventing or detecting these failure moclcs)  arc
captured in this matrix. Again, the interactions arc
weighted with a O, 1, 3 or 9, but now as a metric regarding
effectiveness. Ilowever,  the failure mo(ics  arc also
weighted by their criticality on, and likelihood of,
impacting the requircrnen~s.  This weighted sum is capturecl
on the l~M and allows one to focus on those failures modes
of greatest concern (higher numbers significantly greater
effectiveness). The EiM then provides information
regarding unclclccted o r over-dctceteci fail ure rnodcs
(redundancy between PACT activities) and cost effective
combinations of PACTS. The complctcd  matrix may thus
bc u[ili7.cd to assess the combination of PACTS which best
adclrcss  the relevant risks within the available resources.
This basic methodology is at the hcari of the Defect
Detection anti Prwcntion approach.

1>1;1 l;CT DIil’IiCTION  ANI> PRIWI;NTION  PROCi3SS
D1)P is an iterative process performed as a natural (or
concurrent) part of the rcquircmcnts  dcvclopmcnt  ami
implementation process. Figure 3 illustrates the most
important elements of 1)1)1’:

1

2)

3)

Requirements Generation
I’hc initial set of requirements which s[arts the
p roces s  (mi s s ion  and  space ,  objcclivm
environment, etc. ) are clcnotcd “fundamental”. At
some point, a design tradeoff or techrloiogy
selection results in additional iower level
requirements which arc denoted “derived”. It is
these dcrivui rcquircmcnts  which must bc tracked
and monitored for appiicabilit y and useful ncss.

Failure Mode Identification
]~igllre  4 illl]stratcs the itcra[ivc  nature of the
requirements and failure m o d e  dcvclopmcnt
process. In this figure, rcquimncnts  are clcnote~i
as hori7.ontal lines, while failure mocics am
denoted as vertical lines. Note that each
rcquirerncnt leads to a new set of failure modes (or
things which could keep tile rcquircmcn[s from
being met).

PACT identification
At this point, the PACT Ilffcctivcncss  versus the
identified faiiure mcxlcs is gcncrrrtcd.  This PACT
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4)

5)

Iisl rctxcscnts  corporate culture and is updated as
new n~cthods  and ~echniqucs become available.

PAC1’ Refinement
‘I’he wci.gh(cd sum of the RM and HM is now
Ltli]izcd  to select among available PAC1’S to
assess adequacy and cost effectiveness. In cases
where PACTS had uncertain effectiveness,
alternatives can bc chosen or fmrsed efforts to
evaluate this specific effectiveness can bc
pcrformccl,

Rcquircmcnts Implementation
l’hc-  requirements generated through this process
arc d~cn implemented in the hardware development
process. As this process proecccis,  new or
different dcrivcxi  requirements arc generated which
feeds back to the first step.

These five steps arc repeated until launch (and possibly into
tt]c mission itself), although the number of changes
resulting from the iterations reduces as the hardw,arc design
nlalllrcs. ITI the early stages of development, DDP is
prinlalily  utilimd to shape the Mission Assurance program
inc.tding:  Design Philosophy, Test Program, Reliability
and Quality Assurance Program, Functional Kcdundancics,
etc. In the later stages of the development, DDP is utilimd
[o lailor the integration and test program as issues arise.
l’im 1>1>1’ process is pm-titularly usefLll at this later stage,
as onc can quickly and effectively weight the impact and
Iikclilioocl of a fmrticular failure mode on the existing
project rcquircme.nts  by the cost and relative effectiveness
of various available mitigation activities (redesign, life
test, etc.). A decision can then be made regarding the
ncmssity  o f  pcrfcmning the various risk mitigation
options. Sornctimcs, one will just save the money md
choose to accept the. risk.

K} {QU1 K1lM} ;N’1’S  MATKJX l>I}VIiI  .OPMt lNT
As [hc rcquircmcnts  develop, it is a natural part of the
design process to iclcntify potential problem areas which
may impact the ability to achieve these requirements.
S leps arc t hcn taken to prevent the occummcc of these
frrilLlrc  Tno(ics through the design process itself (robmst
dcsig,n, planned workaroupcls,  block or fLlnctional materials
sclcclion, redundancy, etc.). In addition, activities are
idcnti fied to detect failure modes (either design or
workmanship) which remain in the hardware (Built in Self
tcs[, l’roccss  Controls, Iiunctional  Testing, }lnvironmmtal
“l’csting, linvironmcntal S t r e s s Sc reen ing ,  etc.) .
3’radi[ionally, onc performs the best design possible and
then “doLlb]e  checks” everything through a variety of
lcsting. In the I )DP approach, the design is foeusccl on
achieving only applicable fundamental and dcriwxl

rcc]uircmcnts. Subsequent verification is only performed
when the uncertainty in the preventative measures is great
enough or when a mode could not bc designed away and
must bc specifically checked as to whether it is presrmt or
not.

The IJ1)P process also provides a vehicle for ciocLmwnling
ti~c icicntifrcd failure modes (and their associated criticality
and probability of oecLrrcncc) by mapping the faiiurc
modes against the requirements to ciatc. As project
decisions arc made, some of the reconmendeci mitigation
activities may coaicscc i n t o  rcquimncmts. l’hcsc
requirements will result in ncw failure modes and so on.
‘1’hc point of this part of the process is to weight the failure
modes’ impact on evolving requirements. Of particular
concern are requirements (which arose as a response to ,an
identified failure mode) which introduce ncw failure lnocics.
}?or example, to ensure appropriate enci-of-life perfor[nance,
an clcvatcxi tcn~pcratLlrc  test may look like a viable option
and thus a requirement, but another hardware constituent
may be unacceptably degraded by this elevated tcmpcraturc.
In this example, another cboicc woLIid  be made (Voltage
Margin lest, Worst Cast Analysis, c(c.) to achieve the
original objectives witboLlt exciting tim t~nlpcratLlrc
degradation failure mode. The systematic, iterative process
[icscribcd  above ensures:

1)

2)

3)

4)

l;ailurc modes arc identific<i

FailLm Modes arc weighted by likelihood of
occLlrrence  anti impact on mission rcc]uircmcnts.

Ncw rcquircmcnts  are captLrreci  (as we] 1 as the
reasons for becoming :i rcquircmcnt  -- which
failure modes  it is being aricicci to prevent or
detect). Note that if the hardware or failure mocies
ci~an~e, the justification for requiring varioL)s
PACT activities (and incLlrring tbcir associated
cost and scheciulc hits) may disappear.

I’hc focus is on physics of fail Luc (um:icrlying
caLm) an[i those failure modes which ciircctly
impact the i(icntificci mission rcqLlircmcnts. 1 n
today’s environment of Faster, Better and Chc.apcr,
wc nlLlst focLls  our rcsoorms  on solving the
problems which arc of the most conccrtl to oLlr
project.

I i~~f +KTIVIiNIISS  h4A1’KIX  I>IiVI ;1 ,C)I’Mt{NT
T h e s e  icimtificci an(i wcightcri failLlrc mo(ies  arc t h e n
mapped a g a i n s t  the ava i l ab le  1’AC.1’S (Prcvcntativc
n~casLlres,  Analysis, process Controls and Tests). The
effectiveness of these activities at preventing or clctccting
these failLlre modes is entered into the IiM. lilis



information may bc available from corpora[c  cxpcricncc,
available ]itcratLlrc, applied research, fLlndanlentai physics
or engineering judgcmcnt. An important part of the
corpora[c  infrastructLlrc  which enables these effcctivcncss
entries is the evaluation of the cffcctivcncss  of the
ac[ivitics  pcrfcmned  on previous spacecraft or h~ardw~arc
pt ojccts. It is assLlrncd  t ha t  t he  implcrncntation  o f
cor~tinLloLls  improvcrnen(  techniques have already resulted
in internal evaluations of the cost benefit of various
‘(c.sscntial” proccsscs.

In cases wbcrc the cffcctivcness  of a given ac[ivity is
Llnknown,  a syrnbot (e.g. “*”) may be entered into the EM.
1 f another sclcctcd PACT is found to be effective rrt
scrccning  for this failure mode, the “*” bccorncs irrelevant,
1 f [Ilis PACT appears to be the only hope of scrccning  for II
failLlrc  mode of concern, focused efforts may then be
performed to rrsccrlain (he cffectivcncss.  However, another
option is to jLlst “accept the risk” and move on.

SUMMARY
1 L is prcscntl  y the intent of the l>DP process to provide
concurrent icicntifrcation  of failure modes and identify
tni [igat ion options (PACTS) which detect or prevent the
J’ail Llrc mode occurt cncc, This allows project managers to
in[clligcmtly  select the combinations of PACT’S  which
meet their rcsourccs  and risk postL]re. The goal of the 1)1)1’
n~c[hodology  is to achieve the Better part of the NASA
laster,  IIcttcr,  Cheaper paradigm while remaining sensitive
[o (I)c  I ‘aster anti Cheaper parts. The I lcfcct l>c[ection  and
l’rcvcntion tnc.thocto]ogy has been described. It utilizes II
physics of failure (underlying cause) approach to focus tbc
design ancl rcquircmcnt  .gcncration process to the minimum
ncccssm-y to achicvc the desired mission objectives. Tbe
fai lLwc modes (or ways a requirement won’ t bc met) am
wcigh[cd by tbc. severity ancl likelihood of occurrence.
‘1’hcsc  failure moc]cs arc then mapped against available
tni~iga(ion  activities, or PACTS ) and the cffcctivcncss  at
detecting or preventing failure moclcs of conccru  is
assessed. q’his wcig}]tcct  effectiveness lnatrix is then used
to develop an assurance program within rcsoLwcc
constraints. ~’his iterative process is upda[cd as the
rcquit-cmcnts, failure modes aaci hardware changes to crlsLirc
that all 1’ACI’S and rec]uircrncnts arc relevant and valuc-
Liddcd.  ‘1’his allows “real time” costlrisk tradeoffs to be
l])adc as problems arise.

‘1 ‘he mcarch  described in this paper was cmicd  out by the
.lct l’lopLllsion  1.aboratory, California lnstitLltc of
‘1’cchnokjgy under a contract with the National Aeronautics
and Space Adnlinistration throLtgh  Code Q.
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Figyrc 1: An illustration of the activi[ics (or PAC1’S)  which are normally performed to ensure detection or
prevention of failure modes which could adversely impact mission objectives.

Figure 2: An illustration of the two matrices at the heart of the DDP process:
the Requirenlents  Matrix

(RM) ancl the Effectiveness Matrix (EM).
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Figure 3: An illustration of the iterative process of Requirements Ckncration to Requirements
Implcnxmtation.
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[’igure 4: An illustration of the Requirenlents  Generation proecss.


